9 Eigenvalues and Eigenvectors

9.1 Eigenvalues and Characteristic Polynomials

Definition 9.1 [page 285] An eigenvector ([EH~X7 FiL) of an n x n matrix A is a
nonzero vector € R" such that
Ax = \x

for some scalar . A scalar ) is called an eigenvalue ([ 1fH) of A, if there is a nontrivial
solution @ of Ax = A\x; such an x is called an eigenvector corresponding to .

Jr#£0,Ax = x < Jx £ 0,(A— )z =0« det(A— \I) =0.

Definition 9.2 [page 294] The determinant det(A — x1) is a polynomial of degree n in x.
It is called the characteristic polynomial ([Ef5 (Fith) ZIHK) of A, and det(A—=zI) =0
the characteristic equation (&G FEZ) of A. The (algebraic) multiplicity (L) of
an eigenvalue A is its multiplicity as a root of the characteristic equation.

Theorem 9.1 (Theorem 2 in page 288) If vy, vs,...v, are eigenvectors that corre-
spond to distinct eigenvalues A1, A, . .., A\, of annxn matriz A. Then the set {vy,vs, ..., v, }
15 linearly independent.

9.2 Diagonalization

Definition 9.3 [page 300] If A and B are n x n matrices, then A is similar (F1) to
B if there is an invertible matrix P such that P~'AP = B, or equivalently A = PBP~!.

Theorem 9.2 (Theorem 4 in page 295) If n x n matrices A and B are similar, then
they have the same characteristic polynomial and hence the same eigenvalues with the
same multiplicities.

Definition 9.4 [page 295] A square matrix A is said to be diagonalizable (Xff{LA]HE)
if A is similar to a diagonal matrix, i.e., there is an invertible matrix P and a diagonal
matrix D such that A = PDP~1.

Theorem 9.3 (Theorem 5 in page 300) An n x n matriz A is diagonalizable if and
only if A has n linearly independent eigenvectors. In fact A= PDP~', with D a diagonal
matriz, if and only if the columns of P are n linearly independent eigenvectors of A. In
this case, the diagonal eintries of D are eigenvalues of A that correspond, respectively, to
the eigenvectors in P.

In particular, an n X n matriz with n distinct eigenvalues is diagonalizable.

Proof. Suppose A is diagonalizable. Then there is an invertible matrix P = [v1,va, ..., V]
and a diagonal matrix D such that A = PDP~!. Let D = diag(\1, \a, ..., \,), where );
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is the ¢th diagonal entry. Then

[Avy, Avg, ..., Av,| = Alvy,vs, ..., v,
= AP
= PD
= [vy,vg,...,v,]diag( A1, Aoy ..o M)
= [Mv1, Aavg, ... A0,
Hence Av; = \vy, Avy = \vo, ..., Av, = \,v,.
Suppose there are n linearly independent eigenvectors vy, vs,...,v, € R". Then

P = [vy,vs,...,v,] is invertible by Theorem 8 in Chapter 2. Let D = diag(A1, A, ..., \y).
Then
AP = Alvy,vs,...,v,]
= [Avy, Av,, ..., Av,)]
= [Mv1, Aava, ... A0,

= [’Ul, Vo, ... ,'vn]diag(/\l, /\2, ey )\n)

= PD.
Since P is invertible, A = PDP™1. m
Example 9.1
010 [ 1 1 1
A=16 1 3|, u=|6]|, v=| -3 |, w= 1
0 4 3 | 8 2 —2
Then -
010 1 6 1
Au= |6 1 3 6 | =13 | =6 6
04 3] (8 48 8
— 1 0
det(A—zl) = 6 1—x 3

0 4 33—
= —z(((x - 1)(z —3) —12) — (=1)(=6)(z — 3)) = —(2* — 42* — 152 + 18)
= —(z—6)(x+3)(z—1).

Find nontrivial solutions of (A —6l)x = 0, (A — (=3)])z = 0 and (A — I)xz = 0.
They are w,v,w. Let T' = [u,v,w]. Then

01 0][1 1 1 6 —3 1
AT = |61 3|6 =3 1 | =13 9 1
04 3] [8 2 -2 48 —6 —2
(111 6 0 0
= |6 -3 1 0 -3 0| =TD
8 2 2] ][0 0 1




6 0 0
T'AT=D=1|0 -3 0|, and A=7TDT L.
0 0 1

Example 9.2 [Theorem 1 in page 291 (269)] If A is an n x n triangular matrix, then the
egenvalues of A are the entries on the main diagonal of A.

Example 9.3 Let

0101 —z 1 0 1
1010 1 -z 1 0| .,
A= 01 0 1 Then det(A — z1) 0 1 2 1 =z°(z —2)(x + 2).
1010, 1 0 1 —x
1 B! 1 1 11 1 1
1 1 ! e N e I .
U= I I T N T T I S T |
1 -1 1 -1 1 -1 1 -1
0101 11 1 1 1 1 1 1 200 0
1010 1 1 —1 -1 1 1 -1 -1 000 0
AP=101091 1 -1 -1 1 | |1 =1 -1 1 0oo0 o |- FP
1010 1 -1 1 -1 1 -1 1 -1 000 —2

9.3 Extra Results without a Proof (Not to be included in Final)

Theorem 9.4 (Cayley-Hamilton (See page 344 Exercise 7)) Let A be an n X n
matriz and p(x) = det(A — 1) is the characteristic polynomial of A. Then p(A) = O.

Proof. The proof is complicated. So we prove only when A is diagonalizable. If A = D
is a diagonal matrix, this is obvious. For the general case, suppose P~*AP = D. Then
A = PDP~! and p(A) = Pp(D)P~'. By Theorem 9.2, the characteristic polynomial of
D is equal to p(x). Now clearly p(D) = O. |

Theorem 9.5 (Theorems 2, 3 in Section 7.1) Let A be an n x n matriz. Then the
following are equivalent.

(i) There is a matriz P such that P~' = PT ° and PT AP is diagonal.
(ii) There are n eigenvectors vy, Vs, ..., v, such that v; - v; = 6; ;. 10
(iii) A= AT,

Theorem 9.6 (Triangulation (ZA{LTEE) ) (1) If A is a square matriz such that all
eigenvalues are real. Then there is an invertible matriz P such that P~*AP is an upper
triangular matriz.

(2) If A is a square matriz such that all entries are complex numbers. Then there is an
invertible matriz P such that P~YAP is an upper triangular matrix.

9A square matrix with the property P~' = P is called an orthogonal matrix ([E217%1) .
10The set of vectors {v1,va,...,v,} with the property v;-v; = d; ; is called orthonormal (IEBIEZAZ) .
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