2 Solution Sets of Linear Equations

We look at a system of linear equations in two different ways, i.e., a vector equation and
a matrix equation.

2.1 Vector Equations

Vectors:  Recall that if m and n are positive integers (IED#%) | an m x n matriz
(f771) is a rectangular array (E/5TEICIA ) of numbers with m rows () and n
columns (#1) . An n x 1 matrix is often called an n-dimensional column vector (n-X
JeHX 7 b )L) | and a 1 x n matrix an n-dimensional row vector (n-XIGfTX7 b)) .
The collection of all n-dimensional column (or row) vectors is denoted by R™.

Scalar Multiple and Sum of Vectors: ForceR (c #FE%E L) and

Uy U1 Uy cuq U + v
Ug Uy Uy Clo Ug + Vg
u = ) , V= } eR" cu=c ) = ) , U+ v =
U, Un, U, Clp, Up, + Uy,
Example 2.1
1 0 1 -1
—1 0 0 —1
o |t 3 LT (—2) o | =1 3
—2 —2 —2 —4
Example 2.2
1+ 0xo + 23 + 0x4 + x5 + 326 = -1 1 0 1 0 1 3 -1
—x1 + 029 — 23 + 024 + 025 —4z¢ = -1 -1 0 -1 0 0 -4 -1
0z1 + o — 223 + 324 + Ox5 — 24 = 3 o 1 -2 3 0 -1 3
—2x1 — 2x9 + 223 — 64 — 225 —4xg = —4 -2 =2 2 -6 —2 —4 —4
1 0 1 0 1 3 —1
—1 0 -1 0 0 —4 -1
0 +3 ] +0 5 +0 5 +(-2) 0 +0 1 5 =b
—2 -2 2 —6 —2 —4 —4
1 0 1 0 1 3
-1 n 0 n -1 n 0 n 0 n —4
T 2 Tl | T 3 o S .
—2 —2 2 —6 —2 —4
$1+0$2+I3+0I4+$5+3$6 -1
. —CL’1+01’2 —I3+0$4+01’5 —41'6 . -1
o OZL‘1—|—$2—25L‘3—|—3£L‘4—|—0£L‘5—ZL’6 o 3
—2x1 — 229 + 2203 — 614 — 225 — 4 —4
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Let

1 0 1 0 1
a; = -1 a 0 as — -1 a 0 as — 0 Qa
1 — 0 ) 2 1 ) 3 — —9 ) 4 — 3 ) 5 — 0 ) 6 —
-2 —2 2 —6 —2
Then

a; + 3ay + 0as + 0ay + (—2)as + 0ag = b.

Hence (1, x2, 3,14, x5, 26) = (1,3,0,0,—2,0) is a solution to a vector equation
T1Q1 + ToQs + T3A3 + T4Q4 + T5A5 + TeQg = b.

Please check algebraic properties of R™ in page 43.

Algebraic Properties of R" [page 43] For all u,v,w € R" and all scalars ¢ and d:

(i) u+v=v+u.

Definition 2.1 [page 44| Given vectors v1, va, . .., v, in R™, and given scalars ¢, co, . . .

the vector y defined by
Y = C1V1 + CU2 + - -+ + CpUy

. . . . N ¥ ¥ /\ : N
is called a linear combination (—X (§F¥) #5E) of vi, va, ..., v, with weightsci,ca, . ..
Consider
a11T1 + a12T9 + -+ A1pTn = bl
a1T1 + Ao + + -+ + agp, = by
Am1T1 + AmaXe + -+ ATy = bm
Let
a;; aiz - ap, by ai Q1.n by
Az Gz -+ Ao, by az 1 a2n by
, A1 = 5 , A = 7b =
Am1 Am2 ' Qmp bm Am,1 Qm,n bm
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Then

ria, + reao + - - - + 1,0,

ai 1 ai,2 a1,n a11Z1 + a12Ts + - - + A1, Ty
a1 a2 as.n a21T1 + Q22T9 + + -+ + A2, Ty
= I ) + X2 ) o+ T, ) =
Qm,1 Qm,2 Qm,n Am1T1 + Am2l2 + -+ Amnn
Definition 2.2 [page 46] If vy, vs,...,v, are in R™, the set of all linear combinations
of v1,vs,...,v, is denoted by Span{v,vs,...,v,}. That is, Span{vy,vs,...,v,} is the

collection of all vectors that can be written in the form
C1V1 + Uy + - - + ¢V,
with ¢1, ¢, ..., ¢, scalars.
Proposition 2.1 (page 46) A vector equation
r1a, + x0as + -+ xa, = b
has the same solution set as the linear system whose augmented matriz is
l[ai,as,...,a,,b

The system is consistent if and only if the vector b is a linear combination of vectors
ai,as,...,a,, if and only if b is in Span{ay, as, ..., a,}.

2.2 Matrix Equation Ax = b

Definition 2.3 [page 51| If A is an m X n matrix with columns ay,as,...,a,, and if
x € R", then the product of A and x, denoted by Ax is the linear combination of the
columns of A using the corresponding entries in x as weights, that is

T
T2
Ax = a1, a9, ..., a,] ) =xi1a1 + T2y + - + THa,.

Tn

Proposition 2.2 (Theorem 5 in page 55) If A is an m X n matriz, w,v are vectors
in R™, and c is a scalar, then:

(a) A(u+v) = Av + Av.
(b) A(cu) = cAu.
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Row-Vector Rule for Computing Ax (page 54) If the product Az is defined, then
the ith entry in Ax is the sume of the products of corresponding entries from row i of A
and from the vector x.

Proposition 2.3 (Theorem 3 in page 52) If A is an m X n matriz, with columns
ai,as,...,a,, and if v € R™, the matriz equation

Ax =0
has the same solution set as the vector equation
r1a1 + r2a0 + - - - + A, = b

which in tern, has the same solution set as the system of linear equations whose augmented
matrix 1S
lai,a9,...,a,,b].

Theorem 2.4 (Theorem 4 in page 53) Let A be an m xn matriz. Then the following
statements are logically equivalent. That is, for a particular A, either they are all true
statements or they are all false.

For each b in R™, the equation Ax = b has a solution.

(a
(b

FEach b in R™ is a linear combination of the columns of A.

(c

(d) A has a pivot position in every row.

The columns of A span R™.

)
)
)
)

2.3 Solution Sets of Linear System

Homogeneous Linear System (page 59) A linear system is said to be homogeneous
(FXX) if it can be written in the form Az = 0. Such a system always has at least one
solution, namely & = 0. The zero solution is usually called the trivial solution (HBH7%:
fi#) | and a nonzero solution is called a nontrivial solution (FEEHBHZfE) .

Proposition 2.5 (page 60) The homogeneous equation Ax = 0 has a nontrivial solu-
tion if and only if the equation has at least one free variable.

Theorem 2.6 A homogeneous system of linear equations with more unknowns than equa-
tions has infinitely many solutions. In particular, if A is an m X n matrix with m < n,
then a matrix equation Ax = 0 has a nonzero solution.

Theorem 2.7 (Theorem 6 in page 63) Suppose the equation Ax = b is consistent for
some given b, and let p be a solution. Then the solution set of Ax = b is the set of all

vectors of the form w = p + vy, where vy is any solution of the homogeneous equation
Az = 0.
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