Take-Home Qulz ]_ (Due at 7:00 p.m. on Fri. September 14, 2007)

Division: ID#: Name:
Let us consider the following system of linear equations in 6 unknowns x1, zs, . .., Ts.
T+ x3 — x4 + 425 = -3 1 0 1 -1 4 0 -3
221 + 223 — x4 + 625 = 1 B 2 0 2 -1 6 0 1
T+ a3+ 21’5 — Tg = 5 - 0 -2 -6 0 -2 0 -2
—T1 — 21’2 - 7[L’3 — 41‘5 +x6 = -7 -1 -2 -7 0 -4 1 -7

1. Find the augmented matrix A of the system of linear equations above.

2. The matrix B is obtained by applying an elementary row operation once to the
augmented matrix A. Write the elementary row operation using the notation [i; ¢],

(¢, 4], or [i,j; c].

3. Find the reduced row echelon form of the augmented matrix A. (Solution only.)

4. Find the solution of the system of linear equations. Use parameters if necessary.
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SOllltiOIlS tO Take-Home QUiZ ]_ (September 14, 2007)

$1+ZE3—$4+4JZ5 = -3 1 0 1 -1 4 0 -3

211 + 223 — T4 + 625 =1 o | 2 0 2-1 60 1
T+ 23+ 21’5 — Tg = 5 N 0 —2 -6 0 —2 0 -2
—T1 — 2512'2 — 7.1'3 — 4%5 +x6 = -7 -1 -2 -7 0 -4 1 -7

1. Find the augmented matrix A of the system of linear equations above.
Sol.
1 0o 1 -1 4 0 -3
2 0 2 -1 6 0 1
1 0o 1 0 2 -1 5
-1 -2 -7 0 -4 1 -7

A=

2. The matrix B is obtained by applying an elementary row operation once to the
augmented matrix A. Write the elementary row operation using the notation [i; ¢],

Sol. [3,4;1].

3. Find the reduced row echelon form of the augmented matrix A. (Solution only.)

Sol. Apply the following consecutively in this order:
1
2,1;-2], [4,1;1], [2,3], [2, —5], [4,2:2], [4,3;1], [1,3;1].

Then we have

1010 20 4
0130 10 1
0001 -20 7
0000 01 -1

e There are many ways to obtain the reduced echelon form but the final matrix
should be the same. When can we change the order of operations and when
cannot?

e Starting from the reduced row echelon form above, is it possible to obtain the
matrix A back again by applying elementary row operations? Can you find
the sequence of such elementary row operations from the one we obtained the
reduced echelon form from A with a slight modification?

4. Find the solution of the system of linear equations. Use parameters if necessary.

Sol.

ry = 4 —s—2t T 4 7 -1 —2
T9 = 1—3s—1 Ty 1 -3 —1
T3 = S zz3 | | O 1 0
v o= 742 % [Tl [T o0 [T 2
rs = 1 Ts5 0 0 1
Tg — —1 _.136_ _—1_ L 0 ] L 0 ]

s and t are parameters.



Take-Home Qulz 2 (Due at 7:00 p.m. on Fri. September 21, 2007)
Division: ID#: Name:

Let A = [an,;] be an r x s matrix, B = [b;;] an s X t matrix, C' = [¢,,] a t X v matrix
and let L and T" be matrices given below.

010 1 1 1
L=|613]|, and T=|6 -3 1
0 4 3 8§ 2 =2

1. What is the size of the matrix (AB)C.

2. Write the (h, k)-entry of AB.

(AB)pi =

3. Write the (h, m)-entry of (AB)C.

((AB)C)nm =

4. Compute the product LT'. (Show work!)

5. Find a 3 x 3 matrix D such that LT = T'D. (Solution only.)
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SOllltiOIlS tO Take-Home QUiZ 2 (September 21, 2007)

1. What is the size of the matrix (AB)C.

Sol. The matrix AB is of size r x t and C is of size t x u. Hence the matrix (AB)C
is of size
r Xu.

2. Write the (h, k)-entry of AB.
Sol.

(AB)ny = Ap1Big+ ApoBog+ -+ ApsBsk
= ap1bip +apaboy + -+ apsbsi

S S
= Zah,ibi,k = Zah,jbj,k-
i=1 j=1

3. Write the (h, m)-entry of (AB)C.
Sol.

(AB)C)pm = (AB)p1Cim + (AB)p2Com + - -+ + (AB)pn1Crm

= (Z ah,z’bi,1> C1,m + (Z ah,ibi,2> Com + -+ (Z Clh,z‘bz’,t> Ct.m
i=1

i=1 =1

t s t S
= Z (Z ah,ibz’,k> Ckom = Z Zah,ibi,kck,m-

k=1 \i=1 k=1i=1
Note: From the above, we can show that (AB)C = A(BC).

4. Compute the product LT'. (Show work!)

Sol.
[0 1 0 1 1 1
LT = 6 1 3 6 =3 1
|0 4 3 8 2 =2
[0-1+1-6+0-8 0-1+1-(=3)+0-2 0-14+1-14+0-(-2)

= | 6:-1+1:-64+3-8 6-1+1-(—3)+3-2 6-1+1-1+3-(-2)
0-14+4-64+3-8 0-1+4-(—3)+3-2 0-1+4-1+3-(-2)

[ 6 -3 1
= 36 9 1

| 48 —6 —2

5. Find a 3 x 3 matrix D such that LT = T'D. (Solution only.)
Sol.

6 0 0

0 -3 0

0 0 1

D—

Note: Can you guess AAT = A*T, AT and A"T?



Take-Home Qulz 3 (Due at 7:00 p.m. on Fri. September 28, 2007)
Division: ID#: Name:

Let A and B be 3 x 3 matrices given below, and C' = [ A | I |, where I is the identity
matrix of size three.

-3 1 -1 1 0 2 -3 1 -1100
A=|-31 -2 |, B=| 0 1 4 |, andC=|-3 1 -2 0 10
-1 0 -2 -3 1 -1 -1 0 -2 0 0 1

We applied elementary row operations [1, 3], [1; —1], [2, 1; 3] to the matrix C' in this order
and obtained a matrix [ B | P ], where B is a 3 x 3 matrix above and P is a 3 X 3 matrix.

1. Find the matrix P.

2. Find the reduced row echelon form of the matrix C'. (Solution only.)

3. Find the inverse matrix of A. (Solution only.)

4. Express P! as a product of elementary matrices using the notation P(i;c), P(i,j)
and P(1,7;c¢).

Message 00000000002 00000000000000000[HPOOOO
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SOllltiOIlS tO Take-Home QUiZ 3 (September 28, 2007)

Let A and B be 3 x 3 matrices given below, and C' = [ A | I ], where I is the identity
matrix of size three.

31 -1 1 0 2 31 -1100
A=| 31 —2|.B=|0 1 4 |, andC=|-31 -2 010
-1 0 -2 -3 1 -1 10 -2 00 1

We applied elementary row operations [1, 3], [1; —1], [2, 1; 3] to the matrix C' in this order
and obtained a matrix [ B | P |, where B is a 3 X 3 matrix above and P is a 3 X 3 matrix.

1. Find the matrix P.

s 001 - 00 —1 - 00 -1
oo o1 0 [0 3|=p
100 10 0 1 0 0
2. Find the reduced row echelon form of the matrix C. (Solution only.)
Sol.
1 0 2 00 —1] 413 10200 -1 .
BIPl=| 0 1 4 01 —3[2¥10g1 401 3|20
-3 1 -110 0 | 01510 =3
1020 0 - . 100 -2 2 - .
0140 1 3" )0 14 0 1 —3|2
0011 -1 0 001 1 -1 0

100 -2 2 -1
01 0 -4 5 —=3|=[I|A" (Reduced Echelon Form)
001 1 -1 O

Sol.

4. Express P! as a product of elementary matrices using the notation P(i;c), P(i, j)
and P(i, j;¢).
Sol. Since P = P(2,1;3)P(1;—1)P(L,3),

Pt =P(1,3)7'P(1;-1)7'P(2,1;3) " = P(1,3)P(1; —1)P(2,1; —3).



Take-Home Qulz 4: (Due at 7:00 p.m. on Fri. October 5, 2007)
Division: ID#: Name:

(This quiz is designed to give you hints to read an article titled “The Reduced Row Echelon
Form of a Matrix Is Unique: A Simple Proof,” handed out at the second lecture.)

1. Express, if possible, the matrix below as a product of elementary matrices, if not,
explain the reason. (If you apply a theorem, clarify which part is used.)

W N =
wW W N
© 1 W~

2. We want to show “the reduced row echelon form of a matrix is unique.” Let A be
an m x n matrix and let both B and C' be reduced row echelon form of A. Since B
and C' are obtained by performing a series to elementary row operations to A, there
are invertible matrices P and () such that B = PA and C = QA.

(a) Let & be an n x 1 matrix. Show that Az = 0 < Bx = 0, where 0 is the zero
matrix of size n x 1.

(b) Let @ be an n x 1 matrix. Show that if Ax = 0, then (B — C)x = 0.
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Solutions to Take-Home QUiZ 4 (October 5, 2007)

(This quiz is designed to give you hints to read an article titled “The Reduced Row Echelon
Form of a Matrix Is Unique: A Simple Proof,” handed out at the second lecture.)

1. Express, if possible, the matrix below as a product of elementary matrices, if not,
explain the reason. (If you apply a theorem, clarify which part is used.)

Sol.
12 4] 2 4], 12 4] (1 2 4
o3 7 |PE 0 -1 -1 B o 1 1 [ B o o1
339 3 3 9 0 -3 -3 0 -3 =3
R I e 2|
W2 g 1 o1 | B o1 (Reduced row echelon form)
0 -3 -3 000

Now we apply Theorem 5.1 (1.5.3 or 1.6.4 in the textbook). (c) < (d). Since
the reduced row echelon form is not the identity matrix, A is not expressible as a
product of elementary matrices. (Strictly speaking (d) = (c), or its contraposition

((d) = (¢) DDODO) is used.)

1 2 4 —2 0
Another solution: Since | 2 3 7 —1 | =101, by Theorem 5.1 (1.5.3 or
3 39 1 0

1.6.4 in the textbook). (b) < (d), the matrix cannot be expressed as a product
of elementary matrices. (Strictly speaking (d) = (b), or its contraposition is used.
Can you tell how the nontrivial solution [—2, —1,1]" is found? It is read from the
reduced row echelon form obtained above.) ]

2. We want to show “the reduced row echelon form of a matrix is unique.” Let A be
an m X n matrix and let both B and C' be reduced row echelon form of A. Since B

and C are obtained by performing a series to elementary row operations to A, there
are invertible matrices P and () such that B = PA and C = QA.

(a) Let & be an n x 1 matrix. Show that Az = 0 < Bx = 0, where 0 is the zero
matrix of size n x 1.

Sol. Suppose Ax = 0. Then Bex = PAx = PO = 0. Conversely suppose
Bx = 0. Since P is invertible, Az = P"'PAx = P~'Bx = P~'0 = 0. n

(b) Let @ be an n x 1 matrix. Show that if Ax = 0, then (B — C)x = 0.
Sol. By (a) we have Bx = 0 < Az =0 < Cx =0, as C = QA and Q
is invertible. Suppose Az = 0. Then Bx = 0 = Cx. Hence (B — C)x =
Bxr —Cx=0-0=0. |

Please read the article and understand its proof. It may be a little difficult but you can
understand.



Take-Home QHIZ 5 (Due at 7:00 p.m. on Fri. October 12, 2007)
Division: ID#: Name:

Let A be the 4 x 4 matrix given below and B the submatrix that remains after 1st
row and 2nd colum are deleted from A.

:1))3—11 —03 L-b -9

A= ,B=]0 1 1
0 -2 1 1 L1 1
1 0 -1 -1

Let M; ; be the minor of the (7, j) entry of A above, i.e., the determinant of the submatrix
after ith row and jth column are deleted from A. In particular, M; 5 = det(B).

1. Find adj(B), the adjoint of B. (Not adj(A)/)

2. Find det(B) and determine whether or not the matrix B is invertible.

3. Express det(A) by the cofactor expansion along the 1st row using minors M, ;.

4. Express det(A) by the cofactor expansion along the 2nd column using minors M, ;.

5. Find det(A).

Message 0000000 Linear Algebra l OO 00000000 O0O0OHPOOOOOO
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Solutions to Take-Home QUiZ 5 (October 12, 2007)

Let A be the 4 x 4 matrix given below and B the submatrix that remains after 1st
row and 2nd colum are deleted from A.

?8—11 —03 I -1 -3
A= ., B=|0 1 1 [.
0 -2 1 1 L1 1

1 0 -1 -1

Let M; ; be the minor of the (7, j) entry of A above, i.e., the determinant of the submatrix
after ith row and jth column are deleted from A. In particular, M; , = det(B).

1. Find adj(B), the adjoint of B. (Not adj(A)/)
Sol. Let m;; the minor of the (4, j) entry of B. Then

1 1 0 1
m1,12d6t< 1 1 > =1(-1) - (=11 =0, m1,2=det< 1 1 > =—1.
Similarly, my3 = —1, mg1 = —2, mao =2, ma3 =0, mg1 =2, m3p =1, ma3 = 1.
Hence
miy —mis mis |0 [0 1 11" [0 2 2
adJ (B) = —Mma ma o —ma3 = 2 2 0 = 1 2 —1 .
mz1  —Mgz2 M33 2 -1 1 -1 0 1

2. Find det(B) and determine whether or not the matrix B is invertible.
Sol.

det(B)-I=B-adj(B)=|0 1 1 2 —1
1 -1 -1||-10 1

Hence det(B) =2 # 0. So B is invertible. Actually B~ = Ladj(B).

1 -1 =3 0 2 2 2 0
1 =10 2
0 0

N OO
[ —

3. Express det(A) by the cofactor expansion along the 1st row using minors M, ;.

Sol. Let C;; be the cofactor of the (¢,7) entry of A. Then C;; = (—1)"M, ;.
Hence

det(A) = al,lc'l,l + CLLQCLQ -+ CL1730173 = 3M1,1 — 2M172 + Ml,g.

4. Express det(A) by the cofactor expansion along the 2nd column using minors M, ;.
Sol.

det(A) = CLLQCLQ + (12,202,2 + CL3,203,2 + CL4’QC4’2 = —2M1’2 + 2M3’2.

5. Find det(A).
Sol. Use the formula in 4. Since M, 2 = 2, it suffices to find Ms,.

31 0
det ( I =1 -3 ) =3((=D(=1) = (=1)(=3)) = (1(=1) = (1)(=3)) = =8

1 -1 -1
Hence det(A) = 2M, 5 +2Ms9 = —2-2+2-(—8) = —20.



Take-Home QHIZ 6 (Due at 7:00 p.m. on Fri. October 19, 2007)
Division: ID#: Name:

Let A, &, b and T be as follows, where a, b, ¢ and d are arbitrary numbers.

2 -2 -4 0 T 3 a b c c
-3 5 4 5 | -2 b oa cc
A= 4 2 -5 3%~ T3 , b= 1 , and T' = c ca b
5 -7 =3 0 Ty 0 c ¢c b a

1. In the following we consider the equation Ax = b.

(a) Evaluate det(A), and determine whether there is no solution, exactly one so-
lution or infinitely many solutions.

(b) By Cramer’s rule express x3 = izz((ii as a fraction of two determinants. Write

down the matrix B in the numerator.

(c) Evaluate det(B) in the previous problem and find z3.

2. Evaluate the determinant of 7.
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Solutions to Take-Home QUiZ 6 (October 19, 2007)

1. In the following we consider the equation Ax = b.

(a) Evaluate det(A), and determine whether there is no solution, exactly one solution
or infinitely many solutions.

Sol.

2 -2 —4 0 1 -1 -2 0 1 -1 =2 0
-3 5 4 5| _ /-3 5 4 5| _ .0 2 -25
4 2 -5 3| 4 2 -5 3] “lo 6 3 3
5 —7 -3 0 5 —7 -3 0 0 -2 7 0

2 -2 5 2 -2 5

= 2/ 6 3 3|=20 9 -12

-2 7 0 0 5 5
= 2-2-3-5-’? _14 =92.2.3.5.7=420.

(b) By Cramer’s rule express x3 = 322((53 as a fraction of two determinants. Write down

the matrix B in the numerator.

Sol.
2 -2 3 0
-3 5 -2 5
B= 4 2 1 3
5 =7 0 0
(c) Evaluate det(B) in the previous problem and find z3.
Sol.
2 -2 3 0 -10 -8 3 -9
Bl - -3 5 -2 5 5 9 -2 11| _510 _98 119
- 4 2 1 3 0 0 1 0 5 7 0
5 =7 0 0 5 -7 0 0
0 10 13
5 9 11 | = 5| S =500 (-11) - 13- (-16))
0 —-16 -—-11
—490 7
= —4 = — = ——,
I s
2. Evaluate the determinant of 7'
Sol.
a+b+2c a+b+2c a+b+2c a+b+2c 1111
b a c c b a ¢ ¢
7l = c c a b = (a+b+2) c ¢ a b
c c b a c c b a
1 0 0 0
- b a—=b c—b c—b| 9 9
= (a+b+20) e 0 a—e beoc =(a+b+2c)(a—b)((a—c)*—(b—1c))
c 0 b—c a—c

= (a—b)2(a+b+2c)(a+b—2c) = a* —2a%% + 8abc® — 4c%a® + b* — 4b22.

—



Take-Home QUIZ 7 (Due at 7:00 p.m. on Fri. October 26, 2007)
Division: ID#: Name:

Let A be a 5 x 5 matrix and B a 4 x 4 matrix given below.

1. Show that det(A) = (x5 — x1) (25 — x2) (x5 — z3)(25 — x4) det(B). (Use the back of
this sheet.)

2. Find det(A). (Solution only.)

3. Let f(z) = asz* + a3x® + a22® + a1 + ag be a polynomial satisfying f(—3) = 2,
f(=1) =5, f(2) = =3, f(3) = 0 and f(7) = 100. Write down a system of linear
equations to find ag, aq, as, as, as and explain why the numbers ag, a1, as, as, ays are
uniquely determined. Do not solve the equation!

4. Explain why there are infinitely many polynomials g(z) = ayz*+asz®+axx*+a1x+ag
satisfying g(—3) = 2, g(—1) =5, g(2) = =3 and ¢(3) = 0.

Message UO O D OOODUOODOODOOODOOODOOODDOOODOODOODOODOOD
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Solutions to Take-Home QUiZ 7 (October 26, 2007)

Let A be a 5 x 5 matrix and B a 4 x 4 matrix given below.

1. Show that det(A) = (z5 — z1)(x5 — x2)(x5 — x3) (x5 — 24) det(B).

Sol.

Al =

0

Ir1 — T5 i)

2 2

1™ — T 21322

3 3

1~ — s .CE23

2. Find det(A). (Solution only.)

Sol.
There are

|A]

(—1)°%(x1 — 5) (2 — x5) (23 — @5) (24 — T5)

$14 l’24 x34 $44 $54 x14 _ x54 CC24
1 — 5 T2 — T T3 — T5 Ty
(_1)6 1,12 _ 3752 3722 _ 3752 1’32 _ 1’52 $42
:E13 — $53 1’23 — 1’53 .%'33 — .%'53 .%'43
ot — a5t mot — st mt — st owgt -
T1 — Ts L2 — Is T3 — Ts
(_1)6 x12 - 5552 -TQQ - $52 1‘32 - 1‘52
x13 _ .CIZ53 $23 _ $53 x33 _ x53
4 4 4 3
Tl — Ty Tr9  — T5X9 Tr3 ™ — T5T3
1 — T5 T2 — T5 T3 — T
) 6 1,12 _ m52 .%'22 _ .%'52 $32 _ $52
(_ ) 3 _ 2 3 _ 2 3 _ 2
x1 T5T1 Z2 T5T2 3 T5T3
.%‘14 — X5T1 x24 — X5X9 $34 — $5$33
L1 — Ts T2 — Ts L3 — Ts
1)6 T2 —wswy m® —wsw1 w3® — w51
(_ ) 3 _ 2 3 _ 2 3 _ 2
T T5T1 X9 T5X9 I3 53
1’14 — I5T1 5524 — T2 $34 - $5l‘33

1

I

(x5 — 1) (x5 — 22)(25 — 23) (05 — 24)| B

(a1
1’12
3

0
— XI5 r3 — IT5
—a5® x3® — x50 a4
_ x53 $33
- 5054 5034 — 5
Ts
:1:52
3 (Cofactor expansion)
5
.%'54
Ty — X5
9042 - 9052
.1‘43 — .1‘53
5644 — x5x33
Ty — X5
5642 - 5652
x43 — 9353042
.7}44 — 1'5.%33
T4 — T
x42 — X521
.%'43 — .%'5.1‘42
x44 — x5a:33

Factor out x1 — x5 from the first column, and x5 — x5 from the second ...

1 1 1
T2 T3 T4
:L’22 $32 $42
x23 1'33 .%'43

This is called the Vandermonde determinant. Please be careful on the indices.
various expression of products just as ¥ notation for summations.

(@5 — 21) (w5 — @2) (w5 — @3) (25 — ) (%4 — @3) (4 — 22) (24 — 71)

(23 — @2) (23 — 1) (72 — 1)

gﬁ(ﬁj—ﬁi)z H (2,
(DT II (@i—ay) =

i=1j=i+1

— fﬂz)



For the general case, the Vandermonde determinant has the following value.

1 1 1 1
x T T3 Tn L
o’ x’ x’ x| = ] (ee) = ()" I (wieay).
............... 1<i<j<n 1<i<j<n
xln—l x2n—1 Ign_l xnn—l
The determinant is nonzero if z1, o, ..., x, are all distinct numbers.

. Let f(x) = asx® + aza® + ayx® + a1x + ag be a polynomial satisfying f(—3) = 2,
f(=1) =5, f(2) = =3, f(3) =0 and f(7) = 100. Write down a system of linear
equations to find ag, a1, as, az, ay and explain why the numbers aq, a1, as, ag, ay are
uniquely determined. Do not solve the equation!

Sol.
ap + (=3)ar + (=3)%az + (—=3)%as + (—3)*as = 2
ag + (-1)@1 + (—1)2CL2 + (—1)3(13 + (—1)4CL4 = 5
aop + 2aq1 + 2%a5 + 23as + 2%ay = =3
ap + 3CL1 + 32a2 + 33CL3 + 34a4 = 0
ap + Tay + 7%ay + Tas + Tay = 100
The coefficient matrix C' of this system of linear equation is the transpose of A with
r1=-3,19=—1. 23=2, x4y =3 and z5 = 7.

1 =3 (=32 (=3 (-3)!
1L =1 (=1 (=1 (=1)!
c=|1 2 22 923 o
13 22 3 3
I A R N &

Cl = C7
= (71=3)7=2)(7-(=))T=(=3)B=2)B = (=1))3 - (=3))
2= (=1)2 = (=3)((=1) = (=3)).

Hence the determinant of the coefficient matrix is nonzero. Therefore ag, a1, as, as, ay
are uniquely determined.

. Explain why there are infinitely many polynomials g(x) = ayx*+az2®+asx®+ayz+aq
satisfying g(—3) =2, g(—1) =5, g(2) = —3 and ¢(3) = 0.

Sol. By the previous problem for each n with ¢(7) = m, ag,a1,as,as,a4 are
uniquely determined. They are different if m is distinct. Hence there are infinitely
many polynomials g(z) satisfying the conditions.

Other Solution. We can find a polynomial with the conditions such that a, = 0.
Let g(z) = azz® + asx? + a1 + ag be a polynomial satisfying g(—3) = 2, g(—1) = 5,
g(2) = =3 and ¢g(3) = 0. Then

h(z) = g(x) + ag(z — (=3))(x — (=1))(x — 2)(x — 3)  (ayq is any number.)

also satisfies h(—3) = 2, h(—1) = 5, h(2) = —3 and h(3) = 0. Hence there are
infinitely many polynomials of degree 4 satisfying the conditions.



Take-Home Qulz 8 (Due at 7:00 p.m. on Fri. November 2, 2007)

Division: ID#: Name:

1. Let m = (5,2,6,8,4,1,3,7) be a permutation. Find the number of inversions ()
and its sign sign ().

2. Add missing terms to equate the following.

ai1 G612 613 014
a1 Q22 G23 0G24
a31 @32 G33 G34
4,1 Q42 Q43 Q44

+a1,102,4032043 — 01,102,403 3042 — 1202103304 4 + 41,202,103 404 3 + 1202303104 4

= @1,102,203304 4 — 01,102 203 40443 — Q1,102,303 204 4 + 01,102,303 4042

—01,202303 4041 — 012024031043 + 012024033041 + 01302103204 4 — (1,302,103 4042

3. Find all A such that (Al — A)x = 0 has a nontrivial solution, i.e.,  # 0, where

0 1 0 T 0
A= 0 O 1]|,z=|22|,0=1]0]|. Show work!
—18 15 4 T3 0
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SOllltiOIlS tO Take-Home QUiZ 8 (November 2, 2007)

1. Let m = (5,2,6,8,4,1,3,7) be a permutation. Find the number of inversions ¢(7)
and its sign sign().
(4,1),(4,3) are inversions. Hence E(W) 14 and 81gn( ) = ( 1) = 1 Therefore T
is an even permutation. [

2. Add missing terms to equate the following.

a1 ai2 a3 a4
a1 G22 Q23 G24
a31 az2 0a33 G34
41 Q42 Q43 Q44

+0a1,102,4032043 — (1,102,403 3042 — 01202103304 4 + 01,202,103 4043 + 01,202,303,104,4

= Q1,102,203 3044 — (1,102,203 40443 — 01,102303204 4 + @1,102,303 4042

—a1202303404,1 — 01,202403104,3 + Q1,202,403 3041 + Q1,302,103 2044 — Q1,302,103 4042
—Q1,302203104,4 + 013022034041 + 01,302403104,2 — 01,302,403 2041 — 01,402,103 2043
+a1,4a2,103 3042 + A1,4022031043 — 01,402,203 3041 — 01,402,303 1042 + 01,402,303 2041
The missing permutations and their number of inversions are ¢(3,2,1,4) = 3,
0(3,2,4,1) = 4, £(3,4,1,2) = 4, £(3,4,2,1) = 5, £(4,1,2,3) = 3, £(4,1,3,2) = 4,
0(4,2,1,3) = 4, £(4,2,3,1) = 5, £(4,3,1,2) = 5 and £(4,3,2,1) = 6. Thus the last
two lines above are missing terms. [

3. Find all A such that (A — A)x = 0 has a nontrivial solution, i.e.,  # 0, where

0 1 0 T 0
A= 0O 0 1|,z=]|x|,0=1]0/|. Show work!
—18 15 4 T3 0

Sol. (M — A)x = 0 has a nontrivial solution if and only if A\] — A is invertible by
Theorem 5.1 (1.5.3). Moreover A\I — A is invertible if and only if det(A] — A) =0
by Theorem 8.3 (2.3.3). So we compute det(A — A).

A -1 0
det(M —A) = | 0 X =1 |=X\—4)+18—15)
18 —15 x—4
= N —4zX? —15A +18 = (A —6)(\ — 1)(A + 3).
Hence (A — A)x = 0 has a nontrivial solution if and only if A = 6,1 or —3. n
1 1 1 1 1 1
Letvi=|1]|ve=| -3 |,v3=| 6 |, and T = [v},v9,v3]=| 1 -3 6
1 9 36 1 9 36
Then A'v1 = Vi, A’l)2 = —3’02 and A'vg = 61]3, and
0 1 0 1 1 1 1 1 1 1 0 O
AT = 0 0 1 1 -3 6 |[=]1 -3 6 0 -3 0 |=1TD,
—18 15 4 1 9 36 1 9 36 0 0 6

where D is a diagonal matrix with diagonal entry 1, —3, 6. T is invertible as its determi-
nant is a Vandermonde type and T-'AT = D.



