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Linear Algebra I November 19, 2015

Solutions to Final Exam 2015

(Total: 100 pts, 50% of the grade)

1. Let uw = [1,4,9]7, v = [1,8,27]7, w = [1,2,3]T, e; = [1,0,0]T, ea = [0,1,0]7 and e3 = [0,0,1]%.

(10 pts)
(a) Find u x v and the volume of the parallelepiped defined by u,v,w. Show work!
Solution.
e ey e3 4 9 1 9 1 4 N7 36
uxv=| L 49 0=11c or b7l o7 || 1 8| = | '8
1 8 27 4

Volume = |(u x v) - w| =136-1+ (—18) -2+ 4 - 3| = [12| = 12.

(b) Find the standard matrix A of a linear transformation 7' : R® — R® such that T'(e; +ey+e3) =
u, T(es + e3) = v and T'(e3) = w. Show work!

Solution.
1 1 0
T(ex)=T(ez+e3) —T(es)=v—w=| 8 |—|2|=]| 6
27 3 24
1 1 0
T(e1)=T(e1+ex+es)—T(ea+ez)=u—v=|4|—-| 8 | =] —4
9 27 —18
Hence the standard matrix is
0 0 1
A= [T(61)7T(62),T(63)] = —4 6 2
—-18 24 3
2. Consider the system of linear equations with augmented matrix C' = [¢y, ¢q, . . ., ¢7], where ¢1, ¢, . .., €7
are the columns of C. Let A = [c1,¢s,. .., c6] be its coefficient matrix. We obtained the reduced
row echelon form G after applying a sequence of elementary row operations to the matrix C. (30
pts)
-2 4 01 0 0 3 1 -2 00 1 0 2
070010—300 G70010—300
o 1 -2 00 1 0 2 |’ 10 0 01 2 07
3 -6 2 0 -3 1 11 0 0 00 O 1 5

(a) Describe each step of a sequence of elementary row operations to obtain G from C by [4, j], [¢, J; ], [i; ¢]
notation. Show work.

Solution.
1 -2 00 1 0 2 1 -2 00 1 0 2
c (1,3 0 0 1 0 -3 0 0O B2 0 0 1 0 -3 0 O
-2 4 01 0 0 3 o 0 o1 2 o0 7
3 -6 2 0 -3 1 11 3 -6 2 0 -3 1 11
1 -2 00 1 0 2 1 2 00 1 0 2
[4,1_;;3] 0 0 1 0 -3 00 [4,2_;;2] 0o 0 10 =30 0] _ a
o 0 o1 2 07 o o o1 2 07|
0 0 2 0 -6 1 5 0O 0 00 0 1 5

Hence the sequence of operations above is [1, 3], [3,1;2], [4,1; 3], [4,2; —2].



(b)

(b)
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Find an invertible matrix P of size 4 such that G = PC and express P as a product of
elementary matrices. Do not forget writing P. Show work.

Solution. P is the matrix obtained by applying the sequence of row operations [1, 3], [3, 1;2],
[4,1;—3], [4,2; —2] to the identity matrix of size 4 in this order. Hence

P = FE(4,2;-2)E(4,1;-3)E(3,1;2)E(1,3)
1 0 0 0 1 00 0 1 000 00 1 0 0 0 1
B 0 1 00 0 1 0 0 01 00 01 00| |0 1 0
- 0 0 10 0 01 0 2 0 1 0 1000 |1 0 2
0 -2 0 1 -3 0 0 1 00 0 1 00 0 1 0 -2 -3

Explain (without computation) that P~! = [e1, ¢3, €4, cg].
Solution. Let Q = [e1, €3, ¢4, ¢g]. Since Pey, Pes, Pey, Peg are the corresponding columns of
G, which are eq, es, €3, €4,

PQ = P[Cl,C3,C4,CG] = [Pcl,PC3,PC4,PCG] =

o O o
OO = O
o= o o
— o O O

So PQ = I. Since P is a product of elementary matrices, P is invertible and (or By IMT),)
Q = [c1,¢3,¢4,c6] = P71,

Find all solutions of the system of linear equations.

Solution. Let xo = s and x5 =t be free parameters. Then

T 2s —t+ 2 2 2 -1
To s 0 1 0
x3 | 3t 0 0 3
e | T 247 71T o | T 2
Is t 0 0 1
Tg 5 5 0 0

Explain that the matrix equation Az = b is consistent for all b € R*.

Solution. Since A has pivot position in each row, the last column of the augmented matrix
[A, b] cannot be a pivot column. Hence Az = b is always consistent for all b € R*.

Explain that the linear transformation defined by 7' : R® — R* (z — Ax), ie., T(x) = Ax is
NOT one-to-one.

Solution. Since A is a 4 x 6 matrix, there is a column which is not a pivot column. Hence if
T(x) = Az = b is consistent, there is a free parameter and T is not one-to-one.

Express x4 as a quotient (bun-su) of determinants when Ax = b, and write adj(A), the adjugate
of A. Don’t evaluate the determinants.

_ o O O

3. Let A, x and b be a matrix and vectors given below. (20 pts)
3 =5 7 9 T 2
I T - S| o lo
A=1 9 4 5 3= |4 007
0 1 -2 3 Ty 5
(a) Evaluate det(A). Show work!
Solution.
ST 0L R w1
det(A) = = =—|/0 1 —-5|=—-10 1 =51]=09.
-2 4 -5 -3 0 O 1 -5 1 _2 3 0 0 -9
0 1 -2 3 o 1 -2 3
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9
—1
-3

9

-1
-3

-5

3 -5 7 2
1 -2 3 0
-2 4 -5 1 0 27 9 18
0 1 -2 5 3 1 . 7 15 18 2
M 5 7 9 (‘9‘3)’ adid)=15 3 9 5|
1 -2 3 -1 I -3 0 -1
-2 4 -5 -3
0 1 -2 3
_ -2 3 -1 -5 7 9 -5 7 9 -5 7
4 -5 3|, —| 4 -5 =3/, -2 3 -1, —-| -2 3
1 -2 3 1 -2 3 1 -2 3 4 =5
1 3 -1 3 7 9 3 7 9 3 7
- -2 =5 =3, -2 -5 =3, —-|1 3 -1], 1 3
0o -2 3 0o -2 3 0 -2 3 -2 =5
adj(A) =
1 -2 -1 3 -5 9 3 -5 9 3 -5
-2 4 -3, —-|-2 4 =3|, 1 2 =11, -] 1 2
0 1 3 0 1 3 0 1 3 -2 4
1 -2 3 3 -5 7 3 -5 7 3 =5
- -2 4 =5, -2 4 -5, —-|1 =2 3 |, 1 =2
i 0 1 =2 0 1 -2 0 1 =2 -2 4
4. Let A be the 3 x 3 matrix and B the 4 x 4 matrix given below, where a, b, ¢ and d are real numbers.
(20 pts)
2 .3
L Lh o
A=11 ¢ Cz  B= L o2 s f(@) = fo+ hia+ f2u? + faa®.
Lodd 1 d & &
(a) Find the determinant of A. Show work!
Solution.
1 b b 1 b b2 9 9
4] = 1 ¢ 2 |=]0 ¢c—b -8 |= ;:Z 22:22
1 d d° 0 d—b d?—v?
c—b c2—cbh 1 ¢
= d—b d®—db (cb)(db)‘ 1 d =(c—b)(d—Db)(d—c).

[2,1; 1] — [3,1; —1] — cofactor expansion along the 1lst coolmn — [2,1; —b]. — factor out

(¢ —b)(d — b) — evaluate 2 x 2 matrix.
(b) Find the determinant of B. Show work!

Solution.
1 a a* @ 1 a a? a’ 9 9 3 3
1 b b 0 b-a B-a® BP-d ba b —a b—a
1Bl = 2 3| = 2 2 .3 3 |=—|¢-a ¢c—a ¢ —a
1 ¢ ¢ ¢ 0 c—a c*—a* c—a o 9
: d—a d*>—-a*> & -a®
1 d d* & 0 d—a d*>—a®> d®—ad®
b—a b —a® b —ba b—a b —ba b —b%a
= c—a *2—a®> A—-cfa|=|c—a A—ca A—-cta
d—a d*>—-a®> d°—d%a d—a d*>—da d®—d%a
1 b b
= (b—a)(c—a)(d—a)| 1 ¢ % |=(b-a)(c—a)(d—a)(c—0b)(d—b)(d—-c).
1 d d°



(c)

5. Let A=

(a)

(b)
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2,5 -1 = [3, 1] =
[2,1; —a] — factor out (b—

[4,1; —1] — cofactor expansion along the first column — [3,2; —a). —
a)(c — a)(d — a) — apply (a).

Suppose a, b, ¢, d are distinct. Using (b) and show that if f(a) = f(b) = f(c) = f(d) =0, then
fo=fi=fr=fs=0and f(z)=0
Solution.

0 = fla) = fo+ fia+ fr0®+ fza® 1 a o d fo 0

0 = fb) = fo+ fib+ f2b? + f3b? 1 b v b fi| _|O

0 = flo) = fo+fict fo®+ fsc® 7 1L c & & f2] |0

0 = fld) = fo+hd+ fod®+ frd® 1 d & d& fs 0

By (b) the determinant of the coefficient matrix is not zero as a, b, ¢, d are distinct. Therefore,

B is invertible and fy = f1 = fo = fs =0 and f(z) =
0 1 0
8 3 2 (20 pts)
0 4 6
Show that 8 is an eigenvalue of A by finding an eigenvector. Show work!
Solution.
-8 1 0 [0 —4 2 8 -5 2 8 -1 0
A-8I= 8 -5 2 =8 -5 2 =0 4 -2|=]10 2 -1
0 4 =2 |0 4 -2 0 0 0 0 O 0
010 1] 1 1
Avi=| 8 3 2 8 =8| 8 |, where an eigenvector v = 8
0 4 6 16 | 16 16
Find the characteristic polynomial and all eigenvalues of A. Show work!
Solution.
—x 1 0 88—z 8—x 8—=x
det(A —2I) = 8 33—z 2 = 8 3—z 2
0 4 6—x 0 4 6—x
1 1 1 1 1 1
= 8—z)| 8 3—2 2 =8—-2)|0 -5—2z —6
0 4 6—x 0 4 6—x
= (8—2)(24-30—z+2%) = —(z—8)(z —3)(x +2).

Hence the characteristic polynomial is —(x — 8)(z — 3)(z + 2) and 8,2, —3 are eigenvalues.
Find an invertible matrix P and a diagonal matrix D such that P~'AP = D. Show work!
Solution.

-3 1 0 3 -1 0 1
A—-3]= 8 0 2 (=10 4 3 |,wv= 3
0 4 3 0 0 0 —4
2 1 0 2 1 0 1
A+2I=|8 5 2 | = |0 1 2 |,v3=] -2
0 4 8 0 0 O 1
Then Avy = 8vy, Avs = 3vsy, Avg = —2v3. Therefore,
1 1 1 8 0 0
P=[vi,vo,v3]=| 8 3 -2 |,andD=|0 3 0
16 -4 1 00 -2
Note that
AP = A['l)l,’l)g,’vg} = [A’Ul, A’UQ,A'Ug] = [8’0173’02, 72'1)3] = PD.

Since v1,v2,v3 are eigenvectors corresponding to distinct eigenvectors 8,3, —2, they are lin-
early independent and P is invertible.
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